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ABSTRACT
Private and sensitive information is often revealed in posts appearing in Social Networks (SN). This is due to the users’ willingness to increase their interactions within specific social groups, but also to a poor knowledge about the risks for privacy. We argue that technologies able to evaluate the sensitiveness of information while it is being published could enhance privacy protection by warning the user about the risks deriving from the disclosure of a certain information. To this aim, we propose a method, and an accompanying tool, to automatically intercept the sensitive information which is delivered in a social network post, through the exploitation of recurrent natural language patterns that are often used by users to disclose private data. A comparison with several machine learning techniques reveals that our method outperforms them, since it is more precise, accurate and not dependent on (i) a specific training set, or (ii) the selection of particular features.
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1 INTRODUCTION
Anecdotal and empirical evidence indicate that individuals do not protect adequately their privacy, especially on SN. According to the Consumer Reports’ 2010 State of the Net analysis1 more than half of SN users usually share private information. It seems that this is not necessarily due to a poor knowledge about the risks for privacy, but rather to a cognitive dissonance between knowledge and behavior: the study accomplished in [21] found that there was little correlation between participants’ broader concern about privacy on Facebook and their posting behavior.

Social networking allows to gain social capital. Social capital refers to the increasing benefits deriving from the relationships among people within a specific social context or network [10]. Individuals disclose personal information in order to increase their social capital. For example, an individual that shares a medical diagnosis will be more likely to receive comfort from the community [23].

Previous research demonstrated that privacy preservation is also conditioned by (i) optimism bias (i.e., the tendency of believing to be less exposed to risks than others) [2], and (ii) overconfidence bias (i.e., individuals tend to consider themselves with higher skills than those they actually exhibit) [14]. People are not able to evaluate all the relevant parameters for estimating privacy risks [5]. Thus, their privacy decisions are compromised by incomplete information and bounded rationality [1]. Moreover, Jabee and Alam [13] revealed that users of SNs are not aware of how to protect properly privacy on SNs.

For all these reasons it is needed to provide users with a technology that evaluates the sensitiveness of information while the user is publishing it, and warns them about the risk determined by sharing a certain information. Current solutions that SNs adopt for protecting users’ privacy are mainly based on setting customizable privacy preferences, a mechanism that turns out to be insufficient for contrasting

leakages of privacy [20], as it does not allow users to have control over data.

The solution that we propose with this paper aims at identifying when a sentence (i.e., a post to a SN) entails a risk of privacy leakage. This is an urgent issue to face, as stated by Kayes and Iamnitchi [15]: "Research could explore a comprehensive risk assessment and solutions considering SNs as potential trackers [of sensitive information]." Our solution recognizes specific patterns used in natural language for expressing specific classes of privacy leakage (i.e., domains concerned by privacy, such as sexual or political orientation).

A particular pattern is recognized in a post when given conditions (that are manually defined) on its syntactic structure are verified.

Machine learning has been largely investigated in literature for intercepting privacy leakage in natural language [6, 17, 22, 22]. Although machine learning showed to be effective in this context, its performances could degrade if: (i) the features are not selected properly; (ii) the training set is not accurate to the testing set; and (iii) the correct machine learning algorithm is not used.

The effectiveness of the method we propose depends only on the completeness and correctness of the formalized patterns for any domain of privacy leakage. Thus, the performance of sentences classification does not change with the features’ selection nor a training set. In addition, our proposed method has a great accuracy, since it is potentially able to distinguish the different impact on privacy of sentences that exhibit very similar structures, i.e., when the intersection of lemmas used by the two sentences is wide.

2 THE METHOD

The main purpose of our work is to support users while sharing textual data in social network posts, in order to avoid unintentional revelations of sensitive information. To this aim, we propose a method based on Natural Language Parsing (NLP) which is able to automatically identify privacy leakage in social network posts. Specifically, we argue that users release sensitive information according to recurrent natural language patterns, and the identification of these patterns could be useful for automatically recognizing such privacy leaks. For instance, considering the following posts:

1. Finally, I’m in Rome!
2. Unfortunately, at that time, I was in London

We can notice that they both reveal sensitive information about the location of the post’s author that malicious users could leverage for tracing her [26]. Moreover, both posts match a shared recurrent language pattern (i.e., "[someone] is in [somewhere]"). This example demonstrates how recurrent patterns could be exploited to identify privacy leakage in natural language texts.

The main purpose of our work is to support users while expressing specific classes of privacy leakage (i.e., domains concerned by privacy, such as sexual or political orientation).

Thus, we leverage a technique, previously proposed for the recognition of useful text fragments within discussions among developers [9]. The technique relies on the identification of natural language patterns within sentences contained in the target texts, using the Stanford Typed Dependencies (SD) representation [8] of these sentences. The SD representation of a sentence models the sentence’s grammatical structure as a list of triples, in which each triple describes the grammatical relation existing between two words: the governor and the dependent. In Table 1, the SD representations of posts 1 and 2 are showed.

### Table 1: Examples of Stanford Typed Dependencies representation

<table>
<thead>
<tr>
<th>Post 1</th>
<th>Post 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>advmod(m-4, Finally-1)</td>
<td>advmod(was-8, Unfortunately-1)</td>
</tr>
<tr>
<td>nsubj(m-4, I-3)</td>
<td>det(time-5, that-4)</td>
</tr>
<tr>
<td>root(ROOT-0, 'm-4)</td>
<td>prep_at(was-8, time-5)</td>
</tr>
<tr>
<td>prep_in(m-4, Rome-6)</td>
<td>nsubj(was-8, I-7)</td>
</tr>
<tr>
<td></td>
<td>root(ROOT-0, was-8)</td>
</tr>
<tr>
<td></td>
<td>prep_in(was-8, London-10)</td>
</tr>
</tbody>
</table>

Thus, we leverage a technique, previously proposed for the recognition of useful text fragments within discussions among developers [9]. The technique relies on the identification of natural language patterns within sentences contained in the target texts, using the Stanford Typed Dependencies (SD) representation [8] of these sentences. The SD representation of a sentence models the sentence’s grammatical structure as a list of triples, in which each triple describes the grammatical relation existing between two words: the governor and the dependent. In Table 1, the SD representations of posts 1 and 2 are showed.

### Listing 1: Example of a NLP heuristic’s definition

```xml
<NLP_heuristic>
  <sentence type='declarative'/>
  <text>[someone] is in [somewhere] </text>
  <conditions>
    <condition>nsubj.governor='be'/></condition>
    <condition>nsubj.governor=prep_in.governor</condition>
  </conditions>
  <sentence_class>LOCATION</sentence_class>
</NLP_heuristic>
```

We can notice that the posts share similar grammatical frames (i.e., the verb "to be" as the principal predicate of the sentence, a nominal subject and a prepositional phrase connected with this predicate, as reported in Table 1). Thus, the presence of this particular syntactic structure in a generic post may indicate a possible disclosure of sensitive information. We can therefore formalize a NLP heuristic aimed at automatically detecting the presence of this natural language pattern through the identification of specific keywords in precise grammatical roles and/or specific syntactic frames [9]. More precisely, a NLP heuristic is a rule able to recognize a particular path in the Stanford Typed Dependencies tree of a generic sentence. Identified heuristics are collected in a XML file, in order to (i) make existing heuristics more flexible to further refinements, and (ii) facilitate the integration of new heuristics.

Listing 1 illustrates an example of NLP heuristic’s definition. We implemented an engine able to automatically parse the XML file in which heuristics are defined. Specifically, such engine takes in input (i) a natural language text to be
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scanned, and (ii) the XML file containing the NLP heuristics. The engine analyses the SD representation of sentences composing the input text and, for each NLP heuristic, it verifies the satisfaction of the defined <conditions>. When all the <conditions> of a specific heuristic are simultaneously satisfied the engine assigns the value indicated in the <sentence_class> tag to the sentence.

Researchers in [4] identified a list of categories of private information often appearing in tweets. We leverage this taxonomy, in order to classify the kinds of sensitive information that are disclosed in social network posts. We focus on two categories of the taxonomy: Location (i.e., posts giving out location information) and Emotion (i.e., posts providing highly emotional content, such as frustration, hot states, etc.). For both of these categories we identified a set of natural language patterns that social network users often use to reveal sensitive data. For each identified pattern, we defined NLP heuristics (aimed at automatically recognizing it), as the example in Listing 1.

We, finally, developed a browser extension (i.e., a plug-in that extends the functionality of the web browser) for privacy preserving when users write posts on Twitter. In particular, such extension integrates the Privacy Check button within the Twitter home page (as showed in Figure 1). When pressed, this button allows users to check (before posting) the tweet they are actually writing against the disclosure of sensitive information belonging to the Location and Emotion categories. For example, in Figure 1 the system has been able to detect sensitive data belonging to both categories of interest (i.e., Location and Emotion).

Figure 1: An example of privacy leakage detection

3 STUDY DESIGN

The goal of this study is to analyze social network posts with the purpose of investigating the effectiveness of the proposed method (presented in Section 2) in detecting the presence of sensitive information (belonging to the Emotion and Location categories) in such posts. Therefore, the study aims at investigating the following research questions:

- **RQ1**: To what extent is the proposed method effective in recognizing sensitive data in social network posts?
- **RQ2**: Is the proposed method more effective than machine learning approaches in detecting sensitive data in social network posts?

### 3.1 Context

To answer our research questions we collected data from an online available dataset [7]. Such dataset, contains about 9900 Facebook status updates of 250 different users from the myPersonality sample [16].

In particular, from all the available data, we randomly sampled a set of 856 Facebook statuses. An author of this work and an external evaluator (a Master’s student in Computer Science) manually labeled the sampled posts according to the categories of the taxonomy presented in [4]. More specifically, annotators were asked to separately mark all the posts in which, according to their opinion, sensitive information belonging to the Location or Emotion category were disclosed, while all other posts could be labeled as Other. To assure that both annotators applied the same criteria when labeling the data, the categories’ definitions were discussed among them before any labeling was done. To answer our research questions, we split the data collection, in two subsets: the training set, \( T_{training} \), and the test set, \( T_{test} \). Table 2 reports, for each category, the amount of posts contained in each subset.

<table>
<thead>
<tr>
<th>Category</th>
<th>( T_{training} )</th>
<th>( T_{test} )</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>113</td>
<td>169</td>
<td>282</td>
</tr>
<tr>
<td>Emotion</td>
<td>82</td>
<td>126</td>
<td>208</td>
</tr>
<tr>
<td>Other</td>
<td>183</td>
<td>183</td>
<td>366</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>378</strong></td>
<td><strong>478</strong></td>
<td><strong>856</strong></td>
</tr>
</tbody>
</table>

Table 2: The Dataset
3.2 Research Method

To answer RQ1, we manually analyzed the posts contained in the training set (i.e., \( T_{\text{training}} \)) and belonging to the categories Location and Emotion. From the manual analysis of these posts, 25 and 10 recurrent natural language patterns have been identified for the categories Location and Emotion, respectively. For each identified pattern, a set of heuristics has been defined, in order to automatically recognize it, since different grammatical structures can be associated to a specific pattern.

For the Emotion category we leveraged all the terms contained in the emotional word wheel designed by the English teacher Kaitlin Robbs, a support for finding the word that best expresses a specific emotional state. Such terms have been collected in an emotions dictionary, \( D_{\text{emotions}} \).

Relying on the 97 defined heuristics (i.e., 72 for the category Location and 25 for the category Emotion), we used our engine (see Section 2) to automatically classify the posts contained in our test set. We compared the outputs against the human generated oracle and evaluated the method effectiveness with widely adopted metrics in the field of Information Retrieval [3]: Precision, Recall, F-Measure, Accuracy.

To answer RQ2, we used the posts in \( T_{\text{training}} \) to train a set of machine learning techniques to automatically classify the posts contained in \( T_{\text{test}} \). In order to automatically classify the posts contained in \( T_{\text{test}} \), we performed the following steps:

1. **Textual features**: In this step, we used all the posts contained in \( T_{\text{training}} \) and \( T_{\text{test}} \) as base information to build a textual corpus. We preprocessed all the posts by applying (i) tokenization, (ii) lowercase conversion, (ii) stop-words removal, and (iii) stemming [11] to reduce the number of features for the ML techniques. The output of this phase is a Term-by-Documents matrix \( M \) where each row represents a post and each column represents a term. Thus, each entry \( M_{(i,j)} \) of the matrix represents the weight (or importance) of the \( j \)-th term contained in the \( i \)-th post. We weighted terms using the tf-idf (term frequency - inverse document frequency).

2. **Split training and test features**: This second step splits the matrix \( M \) in two submatrices \( M_{\text{training}} \) (containing the rows of \( M \) modeling the posts of \( T_{\text{training}} \)) and \( M_{\text{test}} \) (containing the rows of \( M \) modeling the posts contained in \( T_{\text{test}} \)).

3. **Integrate Labeling Information**: In this step, a new column containing the semantic category of the post (i.e., the category to which the post represented by each row was assigned) is added to \( M_{\text{training}} \) and \( M_{\text{test}} \).

4. **Classification**: Data contained in \( M_{\text{training}} \) was used to train a set of machine learning classifiers which predicted the labels to assign to each post \( P_i \) in \( T_{\text{test}} \), leveraging the values contained in the columns of \( M_{\text{test}} \) related to \( P_i \). In particular, we experimented (using the Weka tool [25]) different machine learning algorithms: Logistic Regression, Simple Logistic, J48, FT, Random Forest, the standard probabilistic naive Bayes classifier, which have been proved effective in several text categorization tasks [12, 19, 24].

We, therefore, compared the Precision, Recall and F-measure obtained by each machine learning approach with the results achieved by our NLP-based method.

4 RESULTS

In this section, the results of our experiment are discussed.

4.1 RQ1 Results

Table 3 shows the values of true positives (TP), false negatives (FN), false positives (FP), true negatives (TN), precision (P), recall (R) and accuracy (A) obtained with the experimentation for the two categories.

The analysis shows that the TN rate is very high for both the categories, while the FP rate is very low. This is due to the peculiar strength of the method, which is able to identify precisely which are the expressions not used in the natural language when a privacy leakage (in one of the two categories) occurs. As a matter of fact, the method rejects all the expressions that are not described by the defined heuristics, and this lets discarding negatives with a high precision. On the contrary, the capability of recognizing what belongs to each category (TP and FN) is affected by the incompleteness of the heuristics’ set: if an expression has been not coded in a heuristic, the system will be not able to recognize it. Such a limitation can be easily overcome, as by a manual inspection the analyst could select the false negatives and produce the corresponding heuristic.

We can observe that the performances of the method are similar for the two categories, so the category scarcely affects the results of the method. We obtained better results for the Emotion category than for the Location category, because the domain of expressions used in the former category is more restricted than the broader collection of expressions used for revealing sensitive data about Location. Of course, it is evident how the recall is affected by the incompleteness of the heuristic set, while the precision benefits from the

| Table 3: The values of True Positives (TP), False Negatives (FN), False Positives (FP), True Negatives (TN), Precision (P), Recall (R) and Accuracy (A) for the categories Location and Emotion |

<table>
<thead>
<tr>
<th>Category</th>
<th>TP[%]</th>
<th>FN[%]</th>
<th>FP[%]</th>
<th>TN[%]</th>
<th>P</th>
<th>R</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>71</td>
<td>29</td>
<td>6</td>
<td>94</td>
<td>0.863</td>
<td>0.710</td>
<td>0.858</td>
</tr>
<tr>
<td>Emotion</td>
<td>70</td>
<td>30</td>
<td>2</td>
<td>98</td>
<td>0.936</td>
<td>0.698</td>
<td>0.908</td>
</tr>
</tbody>
</table>

\(^2\)https://goo.gl/B64Bex
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5 RELATED WORK

The literature of privacy leakage detection in social networks counts several approaches, but only a little part of them makes use of Nlp techniques, while most existing works employ machine learning.

Approaches to detect messages carrying sensitive information have been proposed in the literature for enhancing the users’ awareness by signaling privacy leaks in unstructured posts [6, 18, 22]. Differently from these approaches, that are more or less effective in recognizing messages containing private data, our method is also able to clearly identify the type of sensitive information that is being disclosed.

An approach for automatically recognizing the type of private data contained in a social network post was designed by Mao et al. [17], who analyzed status updates and conversation posts on Twitter related to vacation plans, tweets posted under the influence of alcohol and tweets revealing medical conditions. They extracted different features (e.g., regular expressions, named entities, part-of-speech tags) from these kinds of tweets in order to automatically train a Naive Bayes machine learning algorithm, obtaining a classification accuracy of about 0.8 for all the considered classes.

Existing methods for detecting privacy leakage within text make mainly use of machine learning for the classification of privacy leakage. We propose a novel approach that identifies natural language patterns within sentences that model classes of privacy leakages; furthermore the performances observed with the experimentation are much better than those presented in literature by the existing solutions.

6 CONCLUSIONS

The spread of user-generated content web applications lead users to disseminate the web with sensitive information: social networks are an evident example of such a trend. Previous study demonstrated that Social network users exhibit a behaviour that is generally poorly aware of privacy risks. In such a scenario it is urgent to develop defensive technologies that are able to assist the user in limiting the risk related to privacy leakage.

We proposed a method that intercepts the sentences delivering sensitive information, by identifying the domain of privacy that is affected by the leakage. The proposed method models the structures of the sentences with a mechanism that considers the roles of the lemmas in the sentence. We compared our approach to machine learning, which is the main antagonistic approach for intercepting privacy leakage in texts: our method outperforms seven algorithms of machine learning. Finally, our method exhibits additional advantages with respect to machine learning: it is more accurate, and is not dependent on a specific training set or the selection of particular features.

### Table 4: The comparison between machine learning algorithms and heuristics for the Location and Emotion categories

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Location P</th>
<th>Location R</th>
<th>Location F1</th>
<th>Emotion P</th>
<th>Emotion R</th>
<th>Emotion F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.615</td>
<td>0.651</td>
<td>0.632</td>
<td>0.424</td>
<td>0.619</td>
<td>0.503</td>
</tr>
<tr>
<td>Simple Logistic</td>
<td>0.748</td>
<td>0.473</td>
<td>0.500</td>
<td>0.835</td>
<td>0.605</td>
<td>0.700</td>
</tr>
<tr>
<td>J48</td>
<td>0.750</td>
<td>0.462</td>
<td>0.571</td>
<td>0.866</td>
<td>0.563</td>
<td>0.683</td>
</tr>
<tr>
<td>FT</td>
<td>0.755</td>
<td>0.438</td>
<td>0.554</td>
<td>0.752</td>
<td>0.675</td>
<td>0.711</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.564</td>
<td>0.751</td>
<td>0.645</td>
<td>0.881</td>
<td>0.413</td>
<td>0.562</td>
</tr>
<tr>
<td>NNge</td>
<td>0.433</td>
<td>0.905</td>
<td>0.586</td>
<td>0.805</td>
<td>0.524</td>
<td>0.635</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.574</td>
<td>0.621</td>
<td>0.597</td>
<td>0.528</td>
<td>0.605</td>
<td>0.563</td>
</tr>
<tr>
<td>Heuristics</td>
<td>0.863</td>
<td>0.710</td>
<td>0.779</td>
<td>0.936</td>
<td>0.698</td>
<td>0.800</td>
</tr>
</tbody>
</table>

**RQ1 Summary:** The accuracy of our method in detecting sensitive data in social network posts is above the 85% for both the considered categories.

**RQ2 Summary:** Our method outperforms all the considered machine learning techniques, in terms of F-Measure when detecting sensitive information related to both Location and Emotion categories.
Since the only limitation of the method is the incompleteness of the heuristics’ set, we aim at developing mechanisms to automatically propose new sentences’ structures by measuring the similarity among sentences mistakenly classified as negatives. As a future work, we also plan to (i) identify language patterns for other categories of sensitive information, and (ii) define heuristics aimed at recognizing the identified patterns.
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